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Exercises Module 2.7 Estimation of uncertainties

Exercise 1: Uncertainties in area and area change estimates

1.1 Classification accuracy assessment
Maps with land use and land use change (activity data maps) contain errors. These maps are generated through classification of remote sensing data. In the context of UN-REDD, reporting forest area and forest area change estimates involves a reflection on the uncertainty in the data and maps and accuracies of the estimates need to be reported as well. Accuracy assessment is performed to identify classification errors. This is done by comparing a sample of the classified map with a sample of more accurate data, the reference data. The reference dataset can be a land use (change) map of higher quality which is produced from finer resolution satellite data, or it can be based on ground observations. A sampling design is used to obtain pairs of points from both maps/datasets, usually a probability sampling design is the preferred option (see lecture 2.7 - part 3, uncertainties in area changes). The land use classes from both samples in the classification data and reference data are reported in an error matrix, which provides all necessary information to perform a classification accuracy assessment and obtain measures of accuracy.

Table 1 shows an example of an error matrix used for accuracy assessment of a land use classification. The rows represent the classified map and the columns represent the reference data. 

Table 1. Error matrix of sample counts for a hypothetical land use classification. Classes represent: F, forest; A, agriculture; W, water; U, urban; B, bare soil.

	
	Reference data

	Classification data
	F
	A
	W
	U
	B
	Total

	F
	235
	13
	0
	45
	0
	293

	A
	25
	187
	7
	18
	20
	257

	W
	3
	0
	215
	0
	0
	218

	U
	0
	0
	0
	92
	35
	127

	B
	0
	0
	0
	16
	75
	91

	Total
	263
	200
	222
	171
	130
	986



Accuracy estimates include: error of commission, error of omission, user’s accuracy, producer’s accuracy and overall accuracy. Below is an example of how to calculate these measures for the forest class. The error of commission represents the samples that were improperly included in the forest category. The error of omission represents the samples from the forest category that were omitted from the category and were classified as something else.

Error of commission for forest: (13+45)/293 = 19.80%
Error of omission for forest: (25+3)/263 = 10.65%
User’s accuracy for forest: 235/293 = 1 – error of commission = 80.20% (Also known as “reliability”)
Producer’s accuracy for forest: 235/263 = 1 – error of omission = 89.35% (Also known as “accuracy”)

The overall accuracy is calculated by dividing the total number of correctly classified samples (on the diagonal) by the total number of samples.
Overall accuracy = (235+187+215+92+75)/986 = 81.54%
Exercise 1 in the excel file includes an error matrix for a hypothetical land use classification. 
a) Calculate the error of commission, error of omission, user’s accuracy, producer’s accuracy for all land use classes
b) Calculate the overall classification accuracy
Use the excel sheet to fill in the answers.

1.2 Accuracy assessment of land change maps

Table 2 shows an example of an error matrix used for accuracy assessment of a change map. The rows represent the classified map and the columns represent the reference data. Class 1 is deforestation, class 2 is no change in forest and class 3 is no change in non-forest. Wi is the proportion of the map area of the class compared to the total map area.

Table 2. Error matrix of sample counts constructed from the accuracy assessment sample of a change map by Jeon et al., in press. (Extracted from Olofsson et al., 2013)

	
	Reference data

	Classification data
	1
	2
	3
	Total
	Map area (ha)
	Wi

	1
	97
	0
	3
	100
	22,353
	0.013

	2
	3
	279
	18
	300
	1,122,543
	0.640

	3
	2
	1
	97
	100
	610,228
	0.348

	Total
	102
	280
	118
	500
	1,755,123
	1



The first step is to express the matrix in terms of estimated area proportions instead of sample counts. The following formula can be used to calculate this:
[image: ]
Equation 1:     

For cell [1,1] (deforestation class) this would be: 0.013*97/100 = 0.013
For cell [2,1]: 0.06
For cell [3,1]: 0.07
Total = 0.26

a) Convert the complete error matrix to estimated area proportions, equation 1.


Row totals reflect the class areas according to the map, while column totals represent the class areas according to the reference data, which are stratified estimators of area. For deforestation (class 1) the error-adjusted area in hectares is: 0.026*1,755123 = 45580.54 ha.

The next step is to calculate the standard error of the area estimate. This is calculated as a function of the area proportions and sample counts. Equation 2 is used to calculate the standard error, here it shows an example for deforestation:

Equation 2: 

[image: ]

The standard error of the area estimate is calculated using equation 3:
[image: ]
Equation 3:                                      = 1,755,123*0.00613 = 10758.9 ha

The 95% confidence interval is calculated using equation 4:
[image: ]
Equation 4:                                       = 45580.54 +/- 21517.8

b) Calculate the following estimates of area and accuracy for all classes:
1. estimator of area per class
2. the standard error using equation 2
3. the standard error of the area estimate using equation 3
4. the 95% confidence interval using equations 4

In this study, a stratified sampling design was used. Overall and producer’s accuracy can not be estimated directly from the sample counts, because the number of sample units is unproportional to the area of the class in the map. These numbers can be estimated from the error matrix with area proportions.

c) calculate the user’s accuracy, the producer’s accuracy and the overall accuracy for the change map, using the error matrix with stratified estimators.

General note for this exercise:
This exercise only addresses one of many possible scenarios. For example, it assumes a stratified random sampling design which often may not be the case, particularly if reference data are acquired from a source such as a national forest inventory.

References
Olofsson, P., Foody, G.M., Stehman, S.V., Woodcock, C.E., 2013. Making better use of accuracy data in land change studies: Estimating accuracy and area and quantifying uncertainty using stratified estimation. Remote Sensing of Environment, 192, 122-131.

Lillesand, T.M., Kiefer, R.W., Chipman, J.W., 2004. Remote sensing and image interpretation. Fifth edition. New York: Wiley ISBN 0-471-15227-7.


Exercise 2:  combination of uncertainties in carbon stock changes 
The table below presents data for various types of conversions. 
Exercises:
a) Calculate the total uncertainty for each category, in absolute amounts (Gg CO2) and relative terms (%)
b) Calculate the total net emissions from these categories and the corresponding uncertainty in absolute amounts (Gg CO2) and relative terms (%)
	Category
	Net emissions (Gg CO2)
	AD uncertainty
	EF uncertainty
	Total uncertainty by category (Gg CO2)
	Total uncertainty by category (%)

	Forest converted to cropland
	1324.1
	±16%
	±71%
	
	

	Forest converted to settlements
	1522.7
	±64% a
	
	

	Cropland converted to grassland
	-84.7
	±23%
	±460% b
	
	

	TOTAL net emissions
	
	
	
	
	




aEstimate includes both AD and EF uncertainties. 
aWhen an estimate is the result of both emissions and removals, the net sum may be close to zero. This may lead to high values of % uncertainties, because estimated relative a small number.

Solutions:
a) Forest converted to cropland: ±964 Gg CO2, or ±73 %
Forest converted to settlements: ±975 Gg CO2, or ±64%
Cropland converted to grassland: ±390 Gg CO2, or ±461 %

b) Uncertainty in total net emissions: 2762 Gg CO2 ±1424 Gg CO2, or ±52 %
 


Exercise 3: trend uncertainty in forest land
The data presented in the table below is reported for Forest land (i.e. Forest land remaining forest land plus Land converted to forest land) in the year 1 and year 2. Errors in ADs are typically not correlated over time, while errors of EFs may be correlated or not, depending on the methods used for estimation.
Exercises:
a) Calculate the trend in net emissions from forest land between years 1 and 2
b) Calculate the trend uncertainty assuming errors of EF not correlated
c) Calculate the trend uncertainty assuming errors of EF fully correlated

	Category
	Net emissions
(Gg CO2-eq)

	
Uncertainty (%)
	Trend uncertainty (%)

	
	year 1
	year 2
	AD 
	EF 
	assuming no EF correlation
	assuming full EF correlation

	Forest land remaining forest land
	-23440.0
	-36152.4
	10%
	35%
	
	

	Land converted to forest land
	488.4
	164.1
	20%
	150%
	
	

	Total Forest land
	
	
	
	
	
	

	TREND
	
	
	
	
	



Solutions:
a) Trend is an increase of 57% in net removals
b) Trend uncertainty is ±81%
c) Trend uncertainty is ±23%





Exercise 4 – REDD+ Matrix approach (DRC case study)

See separate Excel file (Exercise 3) and Powerpoint presentation (Country Examples).


Exercise 5: Preparations for Monte Carlo 
The following equations are used to estimate relative change in Biomass Expansion Factor (BEF) between two years.
Relative change in BEF = (BEF2-BEF1)/ BEF1	(1)
BEF = Exp{3.213 - 0.506*Ln(BV)} 		(2)
where BV is biomass of inventoried volume in t/ha, calculated as the product of Volume of Biomass per ha (VOB/ha: m3/ha) and wood density (t/m3). 
The parameter values and their uncertainties as 95 % confidence intervals are presented in the table below.  VOB values are obtained empirically for the two years. Wood density and empirical parameters (3.213 and 0.506) are from literature, and are the same for the two years. 
	Parameter
	Value
	95% confidence interval

	VOB1
	90 m3/ha
	27-225

	VOB2
	70 m3/ha
	21-175

	wood density
	0.4 t/ m3
	0.3-0.5

	empirical parameter 1
	3.213
	2.213-4.213

	empirical parameter 2
	0.506
	0.200-1.265



Exercise: 
Prepare data needed for Monte Carlo simulation to estimate uncertainties relative change in BEF (equation 1).
Solution:
For purposes of Monte Carlo simulation, the actual parameter values used in calculation are taken as mean values of the distributions. Symmetric uncertainties are assumed to be normally distributed and positively skewed distributions lognormally distributed, using the upper bound of the distribution as 97.5%-tile. The values which are the same for both years are assumed to be fully correlated whereas the VOB values are assumed not to be correlated between years.  The data needed to prepare for Monte Carlo simulation are summarized in the table below. 
	Parameter
	Mean 
	97.5%-tile
	Distribution 
	Correlation between year 1 and 2

	VOB1
	90 m3/ha
	225
	lognormal
	not correlated

	VOB2
	70 m3/ha
	175
	lognormal
	not correlated

	wood density
	0.4 t/ m3
	0.5
	normal
	fully correlated 

	empirical parameter 1
	3.213
	4.213
	normal
	fully correlated

	empirical parameter 2
	0.506
	1.256
	lognormal
	fully correlated
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Stratified estimation illustrated using a three-class change
map (class 1 is deforestation; class 2 is stable forest; class 3 is
stable non-forest)

Assume we end up with the following error matrix:

Class

Total Maparea[ha] Wi

2 ] 279 18 300 0540
3 2 1 97 100 0348
Total 102 280 s 500 1755123 1

" Next step is to express matrix as estimated area proportions
instead of sample counts:
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Workshop on Error Propagation for Carbon Estimation

A standard error of the area estimate is given as a function of
mapped and estimated area props. (Cochran, 1977, Eq. 5.57):

=0.00613

_ [0.013 x 0.012 - 0.012° . 0.64 x 0.006 — 0.006*  0.35 x 0.007 — 0.007%
- 99 299 - 99

which gives a standard error of the area estimate of:
S(Ay) =Ap % S(p4) = 1,755,123 x 0.00613 = 10,751 ha

® which in turn gives a 95% confidence interval:

Ay £2xS(A;) = 45,651 +21,502 ha.

" The next step is to redo these calculations for the other classes

Calculations when applied to an error matrix explained in
Olofsson et al. (2013); theory explained in Cochran (1977)
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Workshop on Error Propagation for Carbon Estimation

" A standard error of the area estimate is given as a function of
mapped and estimated area props. (Cochran, 1977, Eq. 5.57):

=0.00613

- P _ 0,013 % 0.012 - 0.012° . 0.64 % 0.006 — 0.006* . 0.35 x 0.007 — 0.007*
- 99 299 99

which gives a standard error of the area estimate of:
S(Ay) = Ag % S(p-1) = 1,755,123 x 0.00613 = 10,751 ha
® which in turn gives a 95% confidence interval:

Ay +£2xS(A;) = 45,651 421,502 ha

" The next step is to redo these calculations for the other classes

Calculations when applied to an error matrix explained in
Olofsson et al. (2013); theory explained in Cochran (1977)
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